


at fainter magnitudes. Our TDSS-only targets have a larger tail
on the bright end than the CORE quasars and objects with
previous spectra. This result can be explained by the fact that our
variable objects are mostly stars (see Table 4), and stars are
more concentrated at brighter magnitudes relative to quasars.

8.1. The Quasar Population

We can probe our likely quasar targets in significantly more
detail using a combination of previous spectroscopy and
photometry. We are particularly interested in seeing if we are
strongly biased toward selecting quasars in a particular color or
redshift region. If this were the case, it might indicate that our
filter transformations in Equation (1) were failing catastrophi-
cally in that region. Fortunately, as we show below, the only
redshift and color biases are subtle and expected.

Figure 14 shows the redshift distribution of three categories of
spectroscopic quasars: all the unresolved, i17.8 19.1SDSS< <
SDSS spectroscopic quasars in the TDSS footprint, those with
P 0.5qso > according to the eBOSS CORE quasar sample and
those that make our target list. We chose these limits because the
eBOSS CORE bright limit is 17.8, and the previous SDSS
spectroscopic faint limit (for the main z 2.5< quasar popula-
tion) is approximately 19.1. To be clear, these quasars all have
previous SDSS spectroscopy and will not generally be
reobserved in TDSS. The eBOSS team excludes z 0.9< quasars
from their sample. In general, TDSS recovers 30% of all
spectroscopically confirmed quasars across a broad range of
redshift. There are no sharp gaps or spikes that indicate that
quasars at particular redshifts are being over-selected or under-
selected due to Equation (1) or other effects.

The bottom panel of Figure 14 compares the selection
efficiency of the CORE quasar sample and TDSS. TDSS
underselects z 0.2< objects spectroscopically classified as
quasars. Most lower redshift objects with SDSS spectral
classification of “QSO” are in fact lower luminosity active
galaxies whose emission is not dominated by the central black
hole. This is indicated by the fact that z0.2 2.5< < quasars
from the plot have mean (median) u g− color of 0.22 (0.25),
whereas the z 0.2< quasars in this plot have mean (median)
u g− color of 0.95 (0.53). This extra redness is indicative of
significant host galaxy flux contamination. Both the CORE

quasar sample and the TDSS sample have a decreasing
selection efficiency with increasing redshift. For the CORE
quasar sample, this effect arises because quasars have less
distinct colors at z 2.5> , particularly at z 2.8≈ where quasars
have similar optical colors to main sequence stars. The TDSS
roll-off in efficiency is more gradual and is likely due to the fact
that higher redshift quasars vary more slowly due to
cosmological time dilation as well as their high luminosities
and implied large black hole masses.
Figure 15 compares g r− versus u g− for all

i17.8 21.0< < , P 0.5qso > CORE quasars and i17.8 21.0< <
spectroscopically identified quasars as well as the subset of those
quasars selected by TDSS. The distributions are qualitatively
nearly identical. Figure 15 (bottom) shows the ratio of the two
populations across color space. Across the main quasar locus,
TDSS recovers 20%–30% of the CORE and spectroscopic
quasars. In Figure 15 (top) there is a faint peninsula of CORE
quasar targets stretching from u g g r0, 0.2− = − = − to
u g g r0.5, 0.5− = − − = − that are not selected by TDSS in
Figure 15 (middle). These objects are likely to be white dwarfs.
Excluding this area, TDSS shows a broad tendency to be more

Figure 13. Magnitude distribution of all targets (blue) and TDSS-only
targets (red).

Figure 14. Redshift distribution of quasars with previous SDSS spectroscopy
(top). The histograms show all unresolved, i17.8 19.1SDSS< < spectroscopic
quasars in the TDSS area (blue), spectroscopic quasars that have an XDQSOz
probability P 0.5qso > according to the CORE quasar team (red) and quasars
that make our final target list (white). The bottom panel shows the fraction of
each population as a fraction of the total spectroscopic quasar population. Note
that the XDQSOz probability used to select eBOSS CORE quasars intentionally
excludes z 0.9< quasars from their sample.
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complete at the blue end in both the u g− and g r− axes,
although there is a low completeness region in the lower left hand
corner of Figure 15 (bottom) that may be due to small number
statistics. This preference for blue objectsmay partly stem fromour
decreasing completeness at higher redshift shown in in Figure 14.

For a given i, we will also generally bemore sensitive to variability
for blue objects that are bright in r and g. So our imagnitude limit
may lead to an implicit blue source selection bias.
It is not surprising that the CORE quasar team is

significantly more complete at selecting quasars than we are.
Their selection is focused on quasars, and it is roughly 4 times
larger than our sample. But is should be noted in the analysis
above, we do not (and cannot) evaluate the fraction of quasars
selected by their variability with TDSS that are missed by
conventional color selection. Some poorly constrained fraction
of quasars are reddened by dust or otherwise have non-standard
colors, and the spectra from TDSS will allow us to study how
well many of these quasars we can select from their variability.

8.2. The Stellar Population

Using spectroscopy and eBOSS color-based quasar selection,
we can statistically remove most quasars from our sample and
investigate the colors of our stellar targets. Again, TDSS does
not select stellar targets with color classification, so we expect
our targets will span a large range of stellar types and colors.
Figure 16 shows the r i− versus g r− color distribution of

all sources after removing the objects defined as quasars in
Equation (23). Statistically, we expect the vast majority of
remaining objects to be stars. We match the objects to the
SDSS main sequence from Kraus & Hillenbrand (2007) which
we approximate as

r i g r g r
r i g r

0.5( ) 0.05, for 1.45,
0.675, for 1.45. (25)

− = − − − <
− > − =

This is just a diagonal line which approximates the A through
M0 stars and a vertical line that matches the colors of M1 and
later stars. We classify our stars into categories defined in
Table 6. These categories are chosen to be spaced at roughly
0.2 magnitude intervals in g r r i,− − so that they are
meaningful distinctions for a sample with error bars of just
under 0.1 magnitudes. We set the location of the median
subclass of star in Table 6 to the nearest point on the the main
sequence approximation in Equation (25). We then match each
star to the nearest stellar category median. The results are

Figure 15. SDSS g r− vs. u g− distribution of all quasars for all
i17.8 21.0< < quasars in the eBOSS area (top) and the subset of those selected

by TDSS (middle). The bottom panel shows the ratio of the two populations.

Figure 16. SDSS r i− vs. g r− distribution of all TDSS non-quasars (mostly
stars). We approximate the main sequence and label and color-code different
stellar types.
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shown by the coloring in Figure 16. We exclude stars that do
not satisfy

r i g r
g r
r i g r

0.5( ) 0.35,
1.8,
0.5( ) 0.25 or r i 1.2 (26)

− > − −
− <
− < − + − >

for tabulation purposes, these stars are called “Not MS” in
Table 7 and are colored in grayscale in Figure 16.

Table 7 lists the numbers and percentages of different stellar
types shown in Figure 16. It also presents the numbers and
percentages of different stellar types after removing the “blue
cloud” stars described in Equation (24). These “blue cloud
stars,” if they are not actually quasars, are most likely F and G
type stars.

There are two notable trends in Table 7. First, 17.1% of all
objects are classified as “Not Main Sequence.” This large
fraction is perhaps not surprising since many of our variable
targets will be interacting or eclipsing binaries, stars under-
going intense chromospheric activity or will otherwise have
colors not consistent with simple stellar physics. Additionally,
the fractions of variables are fairly constant across our stellar
categories, ranging from 4.2% to 8.8%. There is no obvious
reason for this to be the case. But it is convenient, as it will
allow the study of a broad range of targets. Understanding why
the fraction of stellar variables is constant in r i g r,− − space
will likely be a significant topic of interest for TDSS as spectra
are analyzed.

Our stellar candidates are distributed much more uniformly
across the main sequence than those presented in the Catalina
Surveys Periodic Variable Star Catalog (Drake et al. 2014) and
the analogous catalog from LINEAR (Palaversa et al. 2013).
Specifically, a much larger fraction of our sources are redder K
and M stars. The CSS and LINEAR teams require a period
measurement for inclusion in their catalogs and are thus
particularly sensitive to RR-Lyrae and other (mostly blue)
pulsating variables with short periods. Since we do not require
a period measurement, our sample includes many eclipsing
binaries whose period is difficult to measure due to their low
duty cycle. Eclipsing binaries occur across a wide range of
stellar masses, so should be distributed rather uniformly across

the main sequence. We also expect to find various flaring stars,
especially toward the red end of the mains sequence, which
may not be periodic at all.

8.3. The Hypervariable Population

As mentioned in Section 5.1, 1108 of our sources are
hypervariables with 2 or more magnitudes of variability, V (see
Equation (11)). In Figure 17, these variables have an unusual
distribution of colors, with almost none near the quasar locus.
These hypervariables are also significantly redder than our
main population, suggesting that many of these stars may be
CVs, Mira variables or long-period variables.
We expect the hypervariables to be some of the most

interesting objects in our survey and plan on examining this
hypervariable population as well as the high variability stellar
and quasar populations (mentioned as FES projects in the
introduction). Specifically, we will examine the light curves
from PS1 and shallower surveys like the CSS, the PTF, and
LINEAR (when available) and see how these relate to our early
spectral identifications.

9. TDSS SELECTION FRACTION AS A
FUNCTION OF COLOR

We can learn more about the TDSS selection algorithm by
inverting the analysis in Section 8 and determining what
percentage of objects with particular colors are selected as
targets. Figure 18 displays the selection percentage in the
g r− , u g− space from Figure 11 and the r i− , g r− space
from Figure 16. In this plot and in the accompanying tables
below, we compare the total number of TDSS targets to the

Table 6
The Different Stellar Categories shown in Figure 16

Stellar Class Median Class g r− r i− g r( )line− r i( )line−
OBA A5 −0.02 −0.17 −0.06 −0.08
Early F F2 0.22 −0.01 0.19 0.05
Late F F8 0.31 0.03 0.28 0.09
Early G G2 0.42 0.11 0.40 0.15
Late G G8 0.53 0.18 0.52 0.21
Early K K2 0.71 0.29 0.70 0.30
Mid K K5 0.95 0.44 0.96 0.43
Late K K7 1.14 0.55 1.15 0.53
M0 M0 1.40 0.67 1.45 0.67
M1 M1 1.47 0.88 1.45 0.88
M2 M2 1.48 1.03 1.45 1.03
M3 M3 1.48 1.27 1.45 1.27
M4+ M4 1.48 1.51 1.45 1.51

Note. We show the description, the median stellar subclass, the actual location
of that subclass in g r r i,− − space from Kraus & Hillenbrand (2007) and
our approximation of this point on the main sequence approximation defined in
Equation (25).

Table 7
The Number and Percentage of Targets in the TDSS Candidate List from

Different Stellar Classes/subclasses after Removing all Quasars (as Defined by
Equation (23))

Stellar Class N P Nno bc Pno bc

OBA 4421 4.2 4406 4.5
Early F 6711 6.3 5240 5.4
Late F 6657 6.3 3951 4.0
Early G 6574 6.2 4006 4.1
Late G 6293 5.9 5507 5.6
Early K 6407 6.0 6405 6.5
Mid K 5014 4.7 5014 5.1
Late K 5857 5.5 5857 6.0
M0 8455 8.0 8455 8.6
M1 5894 5.5 5894 6.0
M2 7061 6.6 7061 7.2
M3 9380 8.8 9380 9.6
M4+ 9390 8.8 9390 9.6

MS 88114 82.9 80566 82.4
Not MS 18190 17.1 17236 17.6

Previous SDSS Spectra

Star 1742 1.6 1646 1.7
Galaxy 196 0.2 167 0.2

Note. N is the number of non-quasar targets of each type. P is the percentage of
our total non-quasar targets from each stellar type. Nno bc and Pno bc are the
analogous quantities for targets after objects in the “blue cloud” (Equation (24))
are also excluded. The first 13 rows add up to the main sequence (MS) line,
and the total is of course 100%.
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total number of objects in the TDSS footprint that pass our data
quality cuts in Equation (4). In broad strokes, the selection
percentage is extremely low (0.3%) along the main sequence
and much higher (above 10%) in areas of color space in which
quasars or other more exotic astrophysical objects are expected
to reside.

Table 8 tabulates the fraction of sources selected as variable
objects in the categories in Figure 18 (top) and Equation (22).
We only select 0.28% of objects on the main sequence,
excluding the RR Lyrae box from which we select 0.61% of
objects. Within the (very broad) quasar box (which includes
many nonvariable, blue stars), we select 11.9%, although we
select approximately 30% of quasars with previous SDSS
spectra as noted in Section 8. We select 1.61% and 1.06% of
sources in the HZQ and MISC regions, respectively. These off-
main sequence regions include variable subclasses like CVs
and white-dwarf main sequence binaries in addition to high-
redshift quasars.

Table 9 tabulates the fraction of sources we select as variable
objects from the categories in Figure 18 (middle) and from
Section 8.2 after likely quasars are removed. We also present

our results after removing the ambiguous “blue cloud” region
from Equation (24) in the right half of the table. Along the
main sequence, we preferentially select OBA stars (4.4%) and
F stars (3.31%) over redder stars (0.2%–0.5%). Perhaps some
of these early-type (blue) stars are the unusually colored
quasars that remain after excluding our color-selected quasar
sample, but the huge difference in selection percentage between

Figure 17. SDSS g r− vs. u g− distribution of all TDSS hypervariables (top)
and the r i− vs. g r− distribution of all TDSS hypervariables (bottom). In the
top panel, low (high) priority objects are in red (yellow) and the QSO, MS,
RRL, and HZQ regions are the areas of color space that contain most quasars,
main sequence stars, RR Lyrae stars, and high-redshift quasars, respectively. In
the bottom panel, we show the approximate positions of main sequence
classifications.

Figure 18. Percentage of SDSS objects which satisfy Equation (4) that we
select as TDSS targets as a function of g r− and u g− (top). The same
percentage as a function of r i− and g r− (bottom). The variable object
categories from Figure 11 and the main sequence categories from Figure 16 are
also shown.

Table 8
Total Number of Targets, Total Number of Objects and Percentage-selected of

Different Broad Color-based Categories as Shown in Figure 11 in
Our Total TDSS Sample

Category Ntargets Ntotal objects % Selected

MS 75,754 27,079,176 0.28
QSO 143,052 1,201,995 11.90
RRL 7358 1,204,246 0.61
HZQ 6948 430,329 1.61
MISC 9401 890,721 1.06
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early-type and late-type stars suggests that a relatively large
fraction of early-type stars are early-type variables, including
pulsators such as RR Lyrae stars.

10. STRIPE 82 AND CSS TARGETS WITH PREVIOUS
SPECTROSCOPY OR VARIABILITY CLASSIFICATIONS

As a final probe into the TDSS sample, we run our algorithm
on SDSS and PS1 data across the high Galactic latitude,
315 R. A. 60° < < °, area of SDSS Stripe 82 and cross-match
our results with samples of objects with previous spectroscopy
or variability classification. Both spectroscopy and known
variable objects are significantly more dense in Stripe 82 than
in the larger SDSS or eBOSS areas, so this data set provides a
relatively complete and homogeneous sample. We slightly
modify our selection algorithm by using 2◦. 5 × 2◦. 5 pixels with
62 TDSS-only targets per pixel since Stripe 82 is 2◦. 5 wide. We
then cross-match these targets (including shared CORE quasar
targets) with i17 21< < point sources that have previous
public SDSS spectroscopy and also cross-match our sample
with known variable objects. We use a set of 173 ellipsoidal/
eclipsing binaries from Bhatti (2012), 235 RR Lyrae from
Sesar et al. (2010), and 91 other low mass periodic sources
from Becker et al. (2011). We also cross-match our complete
target list with the union of the CSS periodic variables from
Drake et al. (2014) and RR Lyrae variables from Drake et al.
(2013) and Torrealba et al. (2015). This union contains 68,956
stellar variables, 5978 of which satisfy the minimum data
quality requirement from Equation (4) and are in the TDSS
area. Both our spectroscopic and variable object samples are
the results of multiple different surveys with acute and
intentional biases rather than a single statistically complete
sample. The relative fractions of different sources that we
detect are thus only suggestive of how our techniques will
select various subclasses of variable objects.

Table 10 shows the numbers of objects of different
spectroscopic types that pass our selection cut. We use SDSS
spectroscopic pipeline classes (“quasar,” “star,” or “galaxy”)
and subclasses (of which there are many) rather than
performing independent spectroscopic analysis. We combine
all objects with spectroscopic type “quasar” into the AGN
category and classify them as either “AGN Broadline” or
“AGN Non-Broadline.” As expected, we select a significantly
higher fraction of Broadline AGNs. Many “Non-Broadline”
AGNs are starburst galaxies or Seyfert type 2 galaxies in which
the potentially variable central black hole is less dominant in
the overall emission.
We only select 0.58% of objects with stellar spectra. This is

also expected as most stars, unlike quasars, are not inherently
variable. Conversely, only 358 of our approximately 2400
stellar targets (15%) in Stripe 82 have previous spectra. The
fact that 85% of our stellar targets are new, even in Stripe 82,
an area with a disproportionately high density of spectra,
emphasizes how large and unique the TDSS stellar sample is.
For convenience, we have bundled our stellar spectroscopic

subclasses into the same photometric color subclasses we use in
Tables 6 and 7 with additional categories for L and T dwarfs,
carbon stars, CVs, and white dwarfs. Roughly half of the stars
selected have OBA type colors. This population is highly
weighted toward the “A” end, and many of these stars are likely
RR Lyrae or anomalous Cepheid variables. The list of stars
with previous SDSS spectra is heavily biased toward OBA
stars. Only 4.2% of our non-quasar targets are OBA targets. We
also tend to select a relatively high percentage of L and T stars
(3.24%) as well as carbon stars (3.42%), which are likely in
binaries (Green 2013). We only select 3.16% of CVs, objects
that by definition have large variability amplitudes, but
relatively short duty cycles. The L, T, carbon star, and CV
selection fractions are all suspect as a large number of objects
are misidentified with these intrinsically rare classifications in

Table 9
The Numbers and Percentages of Targets Selected from Different Stellar Classes/Subclasses after Removing all Quasars (as Defined by Equation (23))

Stellar Class Ntargets Ntotal objects % Selected Ntargets no bc Ntotal objects no bc % Selectedno bc

OBA 4421 100,368 4.40 4406 100,219 4.40
Early F 6711 202,730 3.31 5240 88,923 5.89
Late F 6657 1,407,242 0.47 3951 455,731 0.87
Early G 6574 2,408,184 0.27 4006 1,479,662 0.27
Late G 6293 2,810,731 0.22 5507 2,668,135 0.21
Early K 6407 2,755,323 0.23 6405 2,755,301 0.23
Mid K 5014 2,147,150 0.23 5014 2,147,150 0.23
Late K 5857 2,565,386 0.23 5857 2,565,386 0.23
M0 8455 3,465,678 0.24 8455 3,465,678 0.24
M1 5894 2,616,959 0.23 5894 2,616,959 0.23
M2 7061 2,944,265 0.24 7061 2,944,265 0.24
M3 9380 3,443,992 0.27 9380 3,443,992 0.27
M4+ 9390 2,365,245 0.40 9390 2,365,245 0.40

MS 88,114 29,233,253 0.30 80,566 2,7096,646 0.30
NMS 18,190 1,011,878 1.80 17,236 997,638 1.73

Previous SDSS Spectra

Star 1742 219,463 0.79 1646 158,830 1.04
Galaxy 196 6981 2.81 167 6005 2.78

Note. Ntargets is the number of non-quasar targets of each selected while Ntotal is the total number of non-quasar objects that pass our data quality requirements. The %
selected columns is the percentage of objects that we select in our total sample. we also show the analogous quantities for targets after objects in the “blue cloud”
(Equation (24)) are also excluded (subscripted “No Bc”).
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the SDSS spectroscopic pipeline. In practice, objects identified
by TDSS with these rare classifications may require additional
observations to classify them with certainty. We select 4% of
unresolved objects with galaxy spectra. These are probably
intermediate AGNs not recognized as quasars by the SDSS
algorithm due to relatively weak emission lines, AGNs with
resolved galaxy flux that SDSS misclassified morphologically
or occasionally supernova hosts.

Table 11 lists the fractions of previously identified Stripe 82
variable objects we detect. We only detect 15% of the Bhatti
(2012) binaries. Binaries typically produce the 0.2≈ magnitudes
of variability we require for targets only when they are nearly
fully eclipsing and thus have a relatively low duty cycle
compared to the more constantly dynamic pulsators. More than
half (51%) of the Sesar et al. (2010) RR Lyrae sample makes
our cut. In fact, 156 of 235 (66%) of their RR Lyrae stars pass
our (E 45.4> ) RR Lyrae cut, with 15% being removed by our
random downsampling in areas with more than 10 targets deg−2.
If the density of selected RR Lyrae stars here were applied over
the whole sky, we would expect to find 1700 RR Lyrae stars.
Additionally, our broad variability selector should identify many
RR Lyrae stars whose light curves are too faint to be precisely
classified as RR Lyrae stars. It is likely that our estimate in
Table 5 of 4384 TDSS-only RR Lyrae targets made solely from
photometry is not more than a factor of two too high. We only
detect 11% of other periodic stars, likely due to their relatively
small variability amplitudes.

We can perform a more in depth analysis for many of our
sources over the full TDSS area by cross-matching with known
periodic variable objects from CSS. CSS is significantly

shallower that PS1 (typical limiting magnitude of V = 19.7),
and the CSS sources with measurable periodicity are biased
toward the brighter end of the survey. Our sample of 5978 CSS
periodic variables analyzed by TDSS is heavily biased toward
the bright end of the survey with 3963 i 18< and 5621 i 19<
objects, respectively. Table 12 shows the numbers and
percentages of CSS periodic variables selected by TDSS. The
categories are those used by Drake et al. (2014). Our results
here are similar to those in Stripe 82. In particular, we recover
53% of RR Lyrae and generally recover a large fraction of the
pulsating stars (RR Lyrae, Blazhko stars, Cepheid variables, δ
Scuti stars, and Long period variables) which tend to have high
amplitudes and duty cycles. As a reminder, we are randomly
downsampling by 30%, so we should not exceed 70%
completeness for a large population. We generally recover a
smaller fraction of binary systems (W-Ursae Majoris, Algol
Eclipsing, β Lyrae, RS Canum Venaticorum, and Post
Common Envelope Binaries) which tend to have lower duty
cycles and amplitudes (although the categories here have
relatively high amplitude).
As TDSS spectra are processed, we plan to compare our

spectral identification of brighter TDSS-identified variable
objects to those derived from higher cadence light curve
analysis from other time domain imaging surveys (particularly
the CSS, the PTF, and LINEAR). Photometric classification of
the stellar population may be supported through a machine-
learning approach to the photometric time-series light curves.
For example, the artificial neural-network based Eclipsing

Table 10
A Summary of SDSS Spectroscopic Pipeline Classes and Subclasses of All

315 R. A. 60° < < °, i17 21< < Stripe 82 Point Sources with Spectroscopy

Spec Class NS82 S82ρ NS82TDSS S82TDSSρ TDSS%

AGN 24,315 47.44 6788 13.24 27.92

AGN Broadline 18,999 37.07 5727 11.17 30.14
AGN Non-Broadline 5316 10.37 1061 2.07 19.96

Star 62,147 121.26 358 0.70 0.58

OBA 6080 11.86 160 0.31 2.63
Early F 10,151 19.81 55 0.11 0.54
Late F 6895 13.45 26 0.05 0.38
Early G 3469 6.77 3 0.01 0.09
Late G 410 0.80 3 0.01 0.73
Early K 8789 17.15 20 0.04 0.23
Mid K 432 0.84 3 0.01 0.69
Late K 3177 6.20 4 0.01 0.13
M0 3200 6.24 1 0.00 0.03
M1 2696 5.26 10 0.02 0.37
M2 3746 7.31 3 0.01 0.08
M3 4485 8.75 8 0.02 0.18
M4+ 6274 12.24 28 0.05 0.45
L, T 556 1.08 18 0.04 3.24
Carbon Star 117 0.23 4 0.01 3.42
CV 253 0.49 8 0.02 3.16
WD 1417 2.76 4 0.01 0.28

Galaxy 1448 2.83 58 0.11 4.01

Note. These columns are the number and density deg−2 of each type of object,
the number and density deg−2 of each type of object that is selected by TDSS,
and the percentage of these objects that would be selected by TDSS. Many L,
T, carbon star, and CV classifications are suspect.

Table 11
The Classes of Selected 315 R. A. 60° < < ° Stripe 82 i17 21< <

Variable Point Sources

Var Class NS82 S82ρ NS82 TDSS S82 TDSSρ TDSS%

Binaries 173 0.34 26 0.05 15.03
RR Lyrae 235 0.46 120 0.23 51.06
Other Periodic 91 0.18 10 0.02 10.99

Note.These columns are the number and density deg−2 of each type of object,
the number and density deg−2 of each type of object that is selected by TDSS,
and the percentage of these objects that would be selected by TDSS.

Table 12
The Classes of Selected Periodic Variable Point Sources from the

Catalina Sky Survey

Var Class NumCSS NumCSS TDSS TDSS%

W-Ursae Majoris 1982 550 27.75
Algol Eclipsing 364 47 12.91
β Lyrae 27 7 25.93
RR Lyrae 3494 1867 53.43
Blazhko 3 3 100.00
RS Canum Venaticorum 29 7 24.14
Anomalous Cepheid 3 2 66.67
Cepheid-II 11 3 27.27
High Amplitude δ Scuti 21 7 33.33
Long-Period Variables 7 3 42.86
Rotating Ellipsoidal 18 5 27.78
Post Common Envelope Binary 17 6 35.29

All 5978 2507 41.94

Note. The columns are the number of each type of object in the TDSS area, the
number detect by TDSS and the percentage of these objects that would be
selected by TDSS.
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Binary Factory (EBF) pipeline (Paegert et al. 2014; Parvizi
et al. 2014) has been used to automatically identify and sub-
classify eclipsing binary stars in the Kepler field as eclipsing
contact, eclipsing semi-detached, and eclipsing detached
systems with a low false positive rate. These EBF sub-
classifications are accompanied by a confidence level (i.e.,
posterior classification probability) for each target as a given
variable type (e.g., Eclipsing Binary, Cepheid, δ Scuti, RR
Lyrae). This EBF-generated confidence may then be used as
quantitative corroboration for the spectral classification of
TDSS stellar variable targets, and extrapolated cautiously to
fainter targets.

11. CONCLUSIONS

TDSS promises to open a new window into the nature of
astrophysical variable objects. Obtaining 220,000 R ≈ 2000,
optical spectra will make TDSS a massive and unique spectro-
scopic survey of variable objects. Just as important as the scale
of the TDSS sample is its breadth. By adopting a general
variability metric and not selecting for specific types of variable
objects in color space, TDSS will not only acquire spectra of
135,000 variable quasars, but it will also obtain spectra of
85,000 stellar targets including perhaps 4000 RR Lyrae stars and
1108 hypervariables (including blazars, CVs, or other flaring
stars), hundreds of carbon stars and multitudes of other variables
yet to be determined. The TDSS stellar spectra have little overlap
with previous SDSS stellar spectra and should prove to be a truly
unique sample.

This survey is facilitated by the combination of SDSS and
PS1 photometry. SDSS and PS1 both produce 10% level
photometry out to i = 21 in the griz filters across an overlapping
area of 14,400 deg2, including the entire 7500 deg2 eBOSS area.
The combination of an SDSS-PS1 photometry difference,
spanning 6–10 years, and PS1-only variation, with timescales
of hours to years, efficiently selects both long term variable
objects (quasars) and shorter term variable objects (most
variable stars). After flagging and rejecting sources with
unreliable photometry using sensible database queries, we use
a KDE and a Stripe 82 training set to produce a sample that we
estimate to be 95% pure, based on Stripe 82 variability
measurements. We suspect that our final sample will have even
higher purity since some Stripe 82 non-variables may have
simply been dormant during the epochs of Stripe 82 imaging but
active during those of PS1. In addition, we increase purity
further with visual image inspection. While the vast majority of
our sample is selected in a relatively unbiased manner, we

deliberately select 1108 hypervariables (which vary by more
than 2 magnitudes) and 73 i-dropouts to ensure that these
potentially interesting objects are not excluded from our sample.
While precise and complete identification of variable objects

is impossible with basic photometric colors, we analyze our
sample in u g g r r i, ,− − − color space to characterize our
sample in broad strokes. The majority of our sample (59%)
resides in the traditional z 2.5< quasar color region. However,
after removing our overlap with the eBOSS CORE quasar
sample and previous spectroscopy, only 13.4% of our TDSS-
only targets reside in this region, while 76.1% of them lie along
or near the main sequence (including 4.1% which are in the
F-star region where most RR Lyrae lie). Our stellar population
is spread out relatively evenly with 37.7% of our non-quasar
sample being M stars, 40.9% being FGK stars, 4.2% being
(intrinsically rare) OBA stars, and 17.1% being outside our
main sequence classifying scheme. This target diversity was a
natural result of selecting objects based on their variability
without explicit regard for their colors. Inverting this analysis,
we select 11.9% of objects within a broad quasar color box
while we only select 0.28% of main sequence stars. Within the
main sequence, we select 4.4% of OBA stars, 3.31% of F stars,
and roughly 0.25% of all other stars.
We anticipate that the breadth of the TDSS sample will lead

to a wide variety of applications. Our work here suggests
variability will help improve quasar selection in redshift
regimes where photometric color selection is difficult
(z 2.8≈ ) and distinguish white dwarfs from quasars. More
interestingly, variability can help us identify quasars that are
reddened by dust, have weakened emission lines or otherwise
have unusual colors that mask them from conventional quasar
searches. TDSS will also produce a relatively pure and
complete quasar sample with respect to variability allowing a
study of how quasar properties change with variability in a
statistically robust way. Determining how the concentration of
different types of stellar variables changes across the Milky
Way will be a major survey goal of TDSS. TDSS also promises
to produce the largest sample of outer Milky Way RR Lyrae
spectra and will thus probe the outer halo with new precision.
TDSS should also significantly expand our samples of CVs and
variable carbon stars, although confident identification may
require additional observations, particularly for objects that are
not in a quiet state when observed by TDSS. Finally, as the first
truly large scale spectroscopic survey to access a broad range of
variable types, TDSS serves as a pathfinder for future
variability surveys like LSST, allowing both a statistical

Table 13
The Stochastic Gradient Boosted Decision Tree Analog of Table 4

Ntar 20 Ntar test NQSO N* Nlovar NCORE Nprev Ntot Ptar Ptot

60 67.8 2.9 11.7 53.1 14.1 15.7 97.6 36.8 45.6
50 56.5 2.6 13.1 40.7 13.5 14.9 84.9 41.9 52.0
40 45.4 2.3 14.6 28.6 13.0 14.0 72.4 49.1 60.6
30 35.2 1.9 15.5 17.8 12.1 13.0 60.4 58.2 70.4
20 23.7 1.5 14.3 7.9 10.7 11.4 45.7 71.2 82.7
10 11.3 0.9 9.4 1.1 8.2 8.3 27.8 90.8 96.0

Note. Estimated target counts and purities from stripe 82 tests at different variability cutoffs. All counts are in units of deg−2. All purities are percentages. Ntar 20 is the
number of targets in the 20th percentile pixel for a given threshold while Ntar test is the number of targets in our test field. NQSO, N* and Nlovar are the estimated numbers
of TDSS-unique quasars, stars and low-variability objects, respectively. NCORE and Nprev are the estimated numbers of objects we share with the CORE quasar sample
or have previous SDSS spectroscopy. Ntot is the total number of candidates. Ptar and Ptot are the estimated purities of our TDSS-only targets and our total targets,
respectively.
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spectroscopic characterization of the variable object population
and the identification of rare or extreme examples only found in
large variable samples.
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APPENDIX
COMPARISON OF KDE TO BOOSTED

DECISION TREE

In order to investigate whether more complex techniques that
utilize a greater variety of variability features can offer
significant improvement over our variability-based KDE
approach, we compared the KDE results with those obtained
using a Stochastic Gradient Boosted Decision Tree (SGBDT)
technique (Friedman 2001, 2002). Gradient boosting is one of
the most powerful and commonly used machine learning
techniques, and among its advantages are that it is highly

flexible and fairly robust against overfitting. The basic idea
behind gradient boosting is to build up a classifier (or
regression function) as a linear combination of many weak
classifiers. In most applications, including ours, the weak
classifiers are shallow binary decision trees. One can think of
the technique as modeling the logarithm of the probability that
an object is a variable object, given the set of input variability
features, as a basis expansion in a set of shallow decision trees,
where each decision tree is derived sequentially from the
training data. In the stochastic implementation that we used, the
decision trees are derived sequentially using a random
subsample of the training data, which improves the prediction
error by reducing variance in the estimator through averaging.
In addition to the median(SDSS-PS1), median(Var), and
median(mag) features used in our standard selection algorithm,
we add c red

2χ , Qtot, v, and median(σ). Here, c red
2χ is the reduced

2χ of our PS1 g r i zP1 P1 P1 P1 magnitudes assuming a constant for
each of the g r i zP1 P1 P1 P1 filters. Qtot is the average of Q Q75 25−
across griz filters, where Q75 and Q25 are, respectively, the 75th
and 25th percentile PS1 measurement in each filter. The
quantity v is a four filter white noise amplitude described in
Morganson et al. (2014). Median(σ) is the median PS1
standard deviation across the griz filters.
We used the stochastic gradient boosting algorithm imple-

mented by the Python scikit-learn package.24 There are a few
tuning parameters in this algorithm. The first is the fraction of the
training data that is used in each subsample when deriving each
weak classifier. We set this parameter to 0.5, a recommended
default value. Another tuning parameter is the learning rate,
which controls the amount of shrinkage employed. A higher
learning rate means that less shrinkage is applied to each of the
base classifiers (shallow decision trees), and the model is built
up faster. We adopt the default value of 0.1. The number of
decision trees to use in the sum is chosen to be 84, found by
minimizing the “out-of-bag” error; the out-of-bag error is the
error as evaluated by that subsample of the training set that was
not used to build the next weak classifier. Finally, the maximum
allowed depth of each decision tree in the sum was chosen to be
3, found to minimize the test error, where we withheld 25% of
the Stripe 82 data set as test data and used the remaining 75% to
train the algorithm. Ultimately, the SGBDT assigns every object
in our 135 R. A. 150 , 45 decl. 60° < < ° ° < < ° test set (as
well as our training variable object and standard sets) a
probability of being a variable object. This quantity is analogous
to the E quantity (and related probability) defined in Section 4
for our KDE.
The SGBDT also provides a relative measure of the

importance of each feature in classifying variable objects.
The most important feature was found to be
median( SDSS PS1 )∣ − ∣ , followed by median(Var) and med-
ian(σ). These three features contained approximately 60% of
the total feature importance measure.
In Table 13, we show the SGBDT analog of Table 4. As in

Section 4, we set thresholds in our SGBDT Pvar so that 10, 20...
60 TDSS-only targets deg−2 pass the threshold in our test set.
We can then count the number of variable objects and
standards that pass these thresholds and calculate purities and
other quantities with the same procedures described in
Section 6. At the crucial density of 10 TDSS-only targets
deg−2 (the density of our actual target list), the SGBDT sample

24 http://scikit-learn.org
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is slightly more pure than our KDE sample (90.8% versus
86.4% in Ptar). However, our KDE performs significantly better
at finding CORE quasars and objects with previous SDSS
spectra and identifies 9.1 additional objects deg−2. Since we are
interested in the total sample that passes our threshold, this
feature is a decisive advantage for the KDE. We also
conceptually prefer using the KDE method which uses a few
robust quantities that may be more homogeneous across our
sample.
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